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ABSTRACT 

Cloud computing is an advanced mode of network computation and data processing that is 

gaining widespread popularity in today’s era. With the spread of large data centers that host 

cloud applications, there has been a rapid increase in energy usage. Studies indicate that a 

significant amount of the high energy usage in data centers is due to providing more network 

resources than necessary to accommodate peak demand. This paper suggests a resolution to the 

issue by developing a dynamic and energy-saving approach to managing resources. To 

conserve energy and ensure cloud users receive excellent service, the plan introduces a 

multitier cloud structure that divides physical machines (PMs) into two groups: a hot pool 

(active, running) and a warm pool (on standby in dynamic sleep mode). Every PM has a 

resource search engine (RSE) to locate an unused virtual machine (VM) for the request, and a 

synchronous sleep mechanism is added to the warm pool. To assess the overall performance of 

the cloud system's service with the suggested approach, a combined queueing system is set up. 

This system consists of three probabilistic submodels and is solved using a matrix-geometric 

method. As a result, the system's energy-saving rate and the average latency of requests are 

calculated. The paper will use numerical data to demonstrate how the synchronous sleep 

mechanism impacts system performance.  

 

INTRODUCTION 

Cloud computing has become an essential aspect of the modern digital environment, allowing 

people and businesses to utilize flexible and affordable technology for various purposes. As the 
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utilization of cloud services expands, the need for peak performance also increases. To make the 

most of cloud resources and provide a smooth user experience, it is important to comprehend 

the primary factors impacting cloud performance and employ effective optimization methods.  

Network Latency and Bandwidth 

The delay in data transmission between the client and the cloud server, known as network 

latency, can have a considerable effect on the performance of cloud services. Increased response 

times and slower data transfers are the result of high latency. Bandwidth, however, dictates the 

volume of data that can be transferred within a specific period of time. In order to enhance the 

efficiency of the cloud, it is crucial to maximize the usage of network bandwidth and minimize 

latency. This is possible by utilizing methods like content delivery networks (CDNs), edge 

computing, and effective routing algorithms. 

 

CDNs use multiple servers spread out across different locations to distribute content, ensuring 

that users can access data from the server that is closest to their location. This decreases the delay 

by minimizing the actual distance between users and the cloud server. Edge computing brings 

computational tasks closer to the network edge, which lessens the delay in transmitting data to 

and from centralized cloud servers. Effective routing algorithms boost network performance by 
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selecting the best path for data transmission, thus reducing delay and enhancing the overall 

efficiency of the network. 

Scalability and Elasticity 

Cloud services provide the benefit of adaptability and flexibility, enabling users to allocate 

resources according to their needs. Scalability is the capability to manage higher workloads by 

increasing resources, like virtual machines or storage. Elasticity takes it further by allowing for 

automatic capacity adjustment in response to changing demands. To enhance cloud performance, 

it is crucial to create applications and infrastructure that can efficiently utilize the scalability and 

flexibility of the cloud. 

Horizontal scaling also called scaling out, refers to increasing the number of resource instances 

to share the workload. Smartly increasing the capacity of individual resources is known as 

vertical scaling or scaling up. Cloud environments can guarantee that resources are allocated and 

removed as necessary by applying auto-scaling policies and closely monitoring resource usage, 

thus preventing performance issues during periods of high demand. 

Resource Allocation and Scheduling 

Effective allocation of resources and scheduling are essential for achieving the best possible 

performance in the cloud. Cloud providers use virtualization technologies to partition physical 

resources into virtual machines (VMs) or containers, allowing multiple tasks to be performed 

simultaneously on the same hardware. Insufficient allocation and scheduling of resources can 

result in conflicts and reduced performance. 
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To improve how resources are assigned, methods like workload profiling, predictive analytics, 

and intelligent load balancing can be used. Workload profiling refers to the examination of past 

usage patterns and resource needs to accurately forecast future demands. Forecasting resource 

needs and proactively allocating them is accomplished through the use of machine learning 

algorithms in predictive analytics. Clever load balancing efficiently allocates workloads to 

available resources, ensuring they are used effectively and minimizing conflicts. 

Data Storage and Access 

Effective storage and retrieval of data are important factors in determining the performance of 

cloud services. Cloud storage services offer different choices including object storage, block 

storage, and file storage, each with its own unique performance attributes. Selecting the right 

storage type according to the demands of the workload is crucial for maximizing efficiency. 

To decrease the time that it takes to retrieve data from storage, caching mechanisms can be used 

for data that is accessed regularly. CDNs, as previously mentioned, can be utilized to store and 

deliver frequently accessed data closer to users to decrease latency. Furthermore, the use of data 

compression and deduplication methods can enhance storage efficiency and decrease the amount 

of network bandwidth needed. 

Application Optimization 
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Improving performance in the cloud can be greatly influenced by the use of application-level 

optimization techniques. Creating cloud-native applications, using distributed computing 

frameworks, and incorporating caching mechanisms can enhance overall performance. 

Cloud-native applications are crafted to make use of cloud services and take advantage of 

elasticity, scalability, and other unique cloud features. Distributed computing platforms like 

Apache Hadoop and Apache Spark allow for the simultaneous processing of large datasets, 

improving performance for applications that require a lot of data. Caching methods like in-

memory caching and content caching can decrease the necessity for frequent data retrieval and 

processing, enhancing the overall speed of application responses. 

Monitoring and Performance Tuning 

Continuous observation and adjustment of performance are crucial for ensuring optimal 

performance in the cloud. Cloud environments produce a large quantity of performance data, 

including information on how resources are being used, the speed of responses, and the 

frequency of errors. Studying this data can offer a valuable understanding of where 

performance issues are occurring and assist in pinpointing areas for improvement. 

Real-time monitoring tools are capable of tracking different performance parameters, allowing 

for the early detection and solution of problems. Performance tuning includes making 

adjustments to different factors, such as allocating resources, configuring networks, and setting 

up applications, to maximize performance. Load testing and benchmarking can be used to 

evaluate how well cloud applications and infrastructure perform under various levels of 

workload. 

Due to the significant increase in cloud users, some cloud providers have constructed numerous 

data centers to meet the growing demand for resources (Gao et al., 2014) The result is a 

significant rise in energy usage, an excessive surge in carbon emissions, and decreased benefits 

for cloud providers (Hao, et al., 2019). Statistical findings indicate that the average data center's 

energy consumption is equivalent to that of 25,000 common households (Luo, Li, and Chen, 

2014). Thus, the idea of green computing is gaining popularity, leading to the desire for more 

energy-efficient resource management for cloud systems (Karthiban and Raj, 2020). 
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The primary findings of this paper can be outlined as follows: 

• The paper introduces a cloud structure consisting of a layer for task scheduling decisions, 

a layer for resource provision, and a layer for actual service delivery. It proposes an energy-

efficient resource management plan with a synchronized sleep mechanism across a 

multitier cloud architecture. 

• The study creates a queueing model with three sub-queues to represent the suggested 

method. It uses the Markov chain-based approach to calculate two measures of 

performance: the average delay in processing requests and the rate at which the system 

saves energy. 

LITERATURE REVIEW 

This section examines previous studies on conserving energy in cloud systems, focusing on 

sleep mode, virtualization technology, and multitier cloud architecture.  

Virtualization Technology-Based Energy Conservation Research  

https://thelawbrigade.com/
https://thelawbrigade.com/
https://ajmrr.thelawbrigade.com/?utm_source=ArticleFooter&utm_medium=PDF


An Open Access Publication from The Law Brigade Publishers 65 

 

 

 
Asian Journal of Multidisciplinary Research & Review  

ISSN 2582 8088  
Volume 5 Issue 2 – March April 2024 

This work is licensed under CC BY-SA 4.0.  

The efficient use of physical resources has led to a focus on energy conservation research in 

cloud systems, particularly in the study of energy-saving strategies for virtual machine (VM) 

configuration, migration, and consolidation. 

Auday and others The migration and placement of virtual machines are being studied to 

improve the energy efficiency of cloud infrastructure. They suggested a distributed method for 

an energy-efficient dynamic VM consolidation policy to reduce the extra energy usage caused 

by VM migration. The method used determines the migration of VMs and the placement of 

selected VMs (Auday et al., 2018). To address the issue of servers being under-utilized in a 

cloud system, Zakarya and L. Gillam (2016) implemented VM consolidation to decrease the 

number of active hosts. They studied how VM allocation affects energy efficiency and 

suggested a method of dynamic VM migration. According to their proposal, VMs would only 

be migrated if the cost of migration could be regained. 

In their study, Ghribi, Hadji, and Zeghlache (2013) demonstrate the intelligent management of 

energy through allocation and consolidation techniques. Introduced an efficient allocation and 

consolidation algorithm that utilizes VM migration to reduce the energy consumption of the 

cloud system. The algorithm for allocation was approached as a bin-packing problem to reduce 

energy usage. The consolidation algorithm utilized a linear and integer formulation for VM 

migration to adjust the placement of released resources. To conserve energy and reduce the 

waste of resources, Sharma and colleagues aimed to achieve these goals. A hybrid genetic 

algorithm and particle swarm optimization approach was proposed for the allocation and 

migration of virtual machines, as part of a multi-objective scheme (Sharma and Guddeti, 2016). 

The above research used virtualization technology to increase the efficient use of physical 

resources and reduce energy consumption. 

Sleep Mode-Based Energy Conservation Research 

The cloud system reduces energy consumption during periods of inactivity by putting idle 

servers into a low-power sleep mode. This energy conservation strategy helps to minimize 

wasted energy. 

Jin et al. (2019) suggested an approach for a cloud system's resource layer to allocate clustered 

virtual machines, using a sleep mode and wake-up threshold. They developed a method of 
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organizing a queue using an N-policy and allowing partial servers to take asynchronous breaks, 

leading to performance measures based on average request latency and the system's energy-

saving rate. Luo, Li, and Chen (2014) developed a hybrid shuffled frog leaping algorithm. The 

authors suggested a dynamic allocation method for virtual machines that involved using live 

migration to move VMs and putting some available resource nodes into sleep mode to save 

energy. Farahnakian, Liljeberg, and Plosila (2014) created an innovative approach to VM 

consolidation to address the issue of determining the optimal number of active hosts using 

current resource utilization. The suggested approach could determine the optimal time to 

transition a host between active and sleep modes. 

Sridharshini and Sivagami (2015) suggested an algorithm for scheduling and live migration 

that takes into consideration energy usage to optimize resource utilization in cloud systems. 

These two algorithms were employed to combine diverse workloads to decrease the number of 

physical machines needed and to put inactive machines into sleep mode to save energy. The 

research mentioned demonstrated an increase in energy efficiency as a result of implementing 

a sleep mode. 

Energy Conservation Research under a Multitier Cloud Architecture 

A complex cloud architecture consists of several components, including an "application layer," 

a "management layer," and a "resource layer" (Mora, 2019). Several studies have explored how 

to manage energy consumption in a multitier cloud architecture. 
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Usman et al., (2017) for instance, suggested a cloud structure consisting of four modules: 

broker, cloud manager, virtual machine manager, and resource scheduler. They devised an 

energy-efficient virtual machine allocation technique to address the high energy consumption 

and under-utilization of resources in a cloud system by employing an Interior Search Algorithm 

(ISA). To effectively utilize computing resources and conserve energy, Beloglazov (2013) 

introduced a three-tier cloud system comprising a worldwide resource manager, user 

applications, and resource pools. He suggested a method of distributing and consolidating 

virtual machines that takes advantage of small changes in application workloads to reduce the 

number of physical nodes in use. 

Zhu, Hai, and Liao (2016) suggested a cloud structure consisting of four components: 

application agent, VM allocation center, global scheduling center, and resource pools. 

Furthermore, they developed a plan for allocating resources and scheduling tasks to decrease 

energy usage at both the overall system and individual component levels. Furthermore, to 

encourage energy conservation in a cloud system, Ghosh et al., (2013) created a multi-level 

cloud structure consisting of a layer for resource allocation decisions, a layer for virtual 

machine deployment, and a layer for delivering the actual services. Moreover, to simplify 

performance analysis, a multilevel interactive stochastic submodel method was devised to 
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calculate the system's performance measures. It makes more sense to analyze the issue of 

energy usage by examining a multi-level cloud structure. 

Scheme Description 

The effective deployment of virtual machines is essential for conserving energy and ensuring 

the Quality of Service (QoS) in a cloud system. This paper suggests a dynamic energy-saving 

resource management plan to sustain the quality of service by dividing PMs into two groups: 

a hot pool and a warm pool. The PMs are consistently operational in the hot pool, ensuring that 

the VMs hosted on a PM remain constantly accessible. This indicates that the hot pool can 

efficiently handle incoming requests, ensuring that the QoS of the cloud system remains 

consistently high. A new method of synchronized sleep is being implemented in the warm pool 

to improve energy efficiency. The sleep mechanism can cause a delay in the warm pool service. 

The PMs, the RSEs, and the VMs in the hot pool are known as the hot PMs, the hot RSE, and 

the hot VMs. Similarly, the PMs, RSE, and VMs in the warm pool are the warm PMs, warm 

RSE, and warm VMs. We have developed an innovative resource management scheme, 

depicted in the following figure, which utilizes a multitier cloud architecture and a grouping 

approach for the PMs. 
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We assume in this Figure that every PM has an RSE and that there may be a maximum of m 

VMs deployed on a single PM. Additionally, we assume that there are nh and nw, respectively, 

equal numbers of PMs in the hot and warm pools, where nh ≠ 1, 2, ... and nw ≠ 1, 2, ... The 

following diagram shows the request life cycle using the resource management strategy this 

study suggests: 

1. It is assumed that all requests are homogenous and will be placed in a first-come, first-

served queue in the system buffer. The first request in line is the first to be serviced by the 

Task Scheduling Decision Engine (TSDE). The TSDE will assign the request to the hot 

pool as long as it is not already at capacity. If not, the request will be assigned to the warm 

pool. 

2. The request directed towards the hot pool is placed into the First-Come-First-Serve queue 

within one of the hot PM buffers in a random manner. The first request in line is handled 
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by an RSE to locate a virtual machine on the chosen physical machine for resource 

allocation. If there is an idle virtual machine on any of the active physical machines, the 

RSE will allocate an unused virtual machine to fulfill the request, which will be promptly 

handled by the currently running virtual machine. Once the service is completed, the 

request will be removed from the system. 

3. The warm pool request is randomly allocated to the FCFS queue within one of the warm 

PM buffers. The first request in line may experience a delay in service as a result of the 

implementation of the sleep function. At the end of a busy day, after all the tasks are 

completed, the RSE and VMs enter into a rest period during the evening. At the same time, 

a timer for sleep is initiated. If there is at least one request in the warm buffer when the 

sleep timer ends, the RSE and all the VMs on the PM will awaken. Otherwise, they will go 

into the next sleep period. Next, a hybrid queueing system is built to analytically determine 

the system's performance metrics and to address the performance optimization issue using 

the suggested method. 

METHODOLOGY 

Using the previously cited research, this paper introduces a flexible and energy-saving 

approach to managing resources in a cloud system. Given that studying energy conservation in 

a multitier cloud architecture is more practical, we propose a cloud architecture containing a 

layer for task scheduling decisions, a layer for resource provisioning, and a layer for actual 

service delivery.  

It has been observed that putting all the inactive servers into a low-power sleep mode could 

negatively impact their responsiveness. To conserve energy and ensure good quality for cloud 

users, this study organizes PMs into two groups: a hot pool and a warm pool. The PMs are 

consistently working in the hot pool to ensure immediate cloud service provision for incoming 

requests. The PMs in the warm pool are activated but stay in a dynamic sleep mode to minimize 

energy usage. 

Furthermore, this article also examines the process of provisioning virtual machines in both 

pools. In specific terms, every PM comes with a resource search engine (RSE) that locates an 

accessible VM for each request. The RSE is programmed to simultaneously put all the VMs 
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on the PM to sleep to conserve energy. To evaluate the suggested plan, the paper creates a 

hybrid queueing system with three stochastic submodels and synchronous multiple vacations. 

The study then analyzes the system's performance using both theoretical examination and 

numerical tests. 

ANALYSIS 

This research dissects some vital aspects of network and systems management in today’s cloud 

landscape especially energy conservation strategies to improve performance. From a 

comprehensive literature review on green cloud computing, we outline some of the trends and 

methodologies on energy-efficient cloud computing and the role of virtualization technology, 

the implementation of the sleep mode, and multitier cloud architectures. By combining the 

insights gained from the literature, this paper also outlines a novel dynamic resource 

management scheme dedicated to multitier cloud environments. It suggests an approach for hot 

and warm PM pools, both with a synchronized sleep mechanism, and offers a great promise to 

achieve performance maximization with minimum energy consumption. 

The methodology combines academic theory with applied experimentation via the concept of 

a hybrid queueing structure. This analytical platform allows to evaluation of metrics governing 

system operation such as typical delay and energy-saving rates under divergent situations. The 

insights uncovered by the study furnish a valuable understanding of the potency of our 

suggested scheme and its likely impacts on cloud deployments in the real world. Furthermore, 

the research contributes an enhanced intelligent algorithm targeted at optimizing the sleep 

mechanism, tendering a refined approach to energy-efficient resource administration in cloud 

infrastructures.  

CONCLUSION 

In conclusion, this research article contributes expert strategies for improving the performance 

and sustainability of network and systems management in the cloud era. Following a thorough 

literature review and methodological analysis, the study proposes a multitier cloud 

architecture-aware dynamic energy-efficient resource management scheme.  
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Overall, the findings indicate the importance of the integration of virtualization, sleep mode 

utilization in multitier cloud architecture, and intelligent algorithms to optimize energy 

consumption and improve the performance of the system. By providing practitioners with a 

comprehensive set of actionable approaches and an analytical framework, this study yields a 

clear guide for successfully navigating the complex web of modern cloud deployments to yield 

a more efficient and resilient network and systems management. 
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